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Dalam dunia industri modern, pemantauan kondisi sistem secara real-time 
menjadi hal yang krusial untuk menjaga efisiensi dan mencegah kerusakan 
peralatan. Penelitian ini bertujuan untuk mengklasifikasikan kondisi sistem 
industri berdasarkan data sensor menggunakan algoritma K-Nearest 
Neighbors (KNN). Data yang digunakan terdiri dari empat parameter utama 
yaitu tekanan (pressure), laju aliran (flow rate), tegangan (voltage), dan 
putaran mesin (RPM), yang kemudian diklasifikasikan ke dalam tiga kondisi: 
Alert, Critical, dan Normal. Proses preprocessing dilakukan dengan 
normalisasi Min-Max dan pembagian data menjadi data latih dan uji. Hasil 
evaluasi menunjukkan bahwa metode KNN mampu mencapai akurasi 
sebesar 58% dengan nilai mean squared error (MSE) sebesar 1.06 dan rata- 
rata akurasi validasi silang sebesar 64%. Hasil ini menunjukkan bahwa KNN 
cukup efektif digunakan sebagai metode awal untuk deteksi kondisi sistem 
industri, meskipun performa klasifikasi untuk kategori Critical masih dapat 
ditingkatkan. 

 
ABSTRACT 
In the modern industrial world, real-time monitoring of system conditions is 
crucial to maintain efficiency and prevent equipment damage. This research 
aims to classify industrial system conditions based on sensor data using the K- 
Nearest Neighbors (KNN) algorithm. The data used consists of four main 
parameters namely pressure, flow rate, voltage, and engine speed (RPM), 
which are then classified into three conditions: Alert, Critical, and Normal. 
Preprocessing is done with Min-Max normalization and division of data into 
training and test data. The evaluation results show that the KNN method is 
able to achieve an accuracy of 58% with a mean squared error (MSE) value of 
1.06 and an average cross-validation accuracy of 64%. These results show that 
KNN is effective enough to be used as an initial method for industrial system 
condition detection, although the classification performance for the Critical 
category can still be improved. 
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PENDAHULUAN 

Perkembangan industri modern menuntut adanya sistem yang andal dan efisien dalam 
mendeteksi kondisi operasional peralatan secara otomatis. Sistem yang tidak terpantau dengan 
baik dapat mengalami kerusakan tiba-tiba, menyebabkan penurunan produktivitas, biaya 
perbaikan yang tinggi, bahkan potensi kecelakaan kerja. 

Dengan kemajuan teknologi sensor, data seperti tekanan, aliran fluida, tegangan, dan 
kecepatan putaran mesin kini dapat dikumpulkan secara real-time. Namun, interpretasi data 
dalam jumlah besar memerlukan pendekatan analitik yang cerdas. Salah satu solusi yang banyak 
digunakan dalam pengolahan data sensor adalah penerapan algoritma kecerdasan buatan (AI), 
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khususnya metode klasifikasi. 
K-Nearest Neighbors (KNN) adalah algoritma klasifikasi yang sederhana namun efektif. 

KNN bekerja dengan cara mencari sejumlah tetangga terdekat dari suatu data baru berdasarkan 
jarak fitur, kemudian menentukan kelas mayoritas dari tetangga-tetangga tersebut. Algoritma ini 
tidak memerlukan pelatihan model secara eksplisit, sehingga cocok diterapkan pada sistem 
dengan struktur data yang dinamis dan kompleks seperti sistem industri. 

Penelitian ini bertujuan untuk menerapkan algoritma KNN dalam mengklasifikasikan 
kondisi sistem industri berdasarkan empat parameter utama yaitu tekanan (pressure), laju aliran 
(flow rate), tegangan (voltage), dan kecepatan putaran mesin (RPM). Kondisi sistem 
dikategorikan ke dalam tiga kelas: Alert, Critical, dan Normal. Evaluasi kinerja model dilakukan 
dengan menggunakan metrik akurasi, confusion matrix, f1-score, mean squared error (MSE), 
serta validasi silang (cross-validation). 

Dalam penelitian ini, algoritma K-Nearest Neighbors (KNN) digunakan sebagai metode 
klasifikasi utama. KNN merupakan algoritma yang bekerja berdasarkan prinsip kesamaan data, 
di mana data baru akan diklasifikasikan berdasarkan mayoritas kelas dari tetangga terdekatnya 
dalam ruang fitur. Algoritma ini memiliki keunggulan dalam hal kesederhanaan implementasi, 
tidak memerlukan pelatihan model yang kompleks, dan memiliki performa yang cukup baik 
dalam klasifikasi berbasis jarak. 

Pemilihan KNN dalam penelitian ini didasarkan pada sifat data sensor industri yang bersifat 
numerik dan terstruktur, serta kebutuhan akan pendekatan klasifikasi yang cepat dan responsif. 
Evaluasi model dilakukan menggunakan beberapa metrik pengukuran performa seperti 
confusion matrix, precision, recall, f1-score, mean squared error (MSE), dan validasi silang (cross- 
validation). 

Melalui penelitian ini, diharapkan dapat diperoleh gambaran yang jelas mengenai 
efektivitas metode KNN dalam mendeteksi kondisi sistem industri, serta menjadi referensi awal 
dalam pengembangan sistem pemantauan berbasis kecerdasan buatan untuk kebutuhan 
industri ke depan]. 

 
LANDASAN TEORI 
A. Mesin Industri 

Penerapan kecerdasan buatan dalam dunia industri telah mengalami perkembangan pesat, 
khususnya dalam hal pemantauan kondisi sistem dan prediksi kegagalan mesin. Sejumlah 
penelitian telah menunjukkan bahwa pengolahan data sensor secara cerdas dapat meningkatkan 
efektivitas pemeliharaan (predictive maintenance) dan mengurangi waktu henti produksi 
(downtime). 
B. Klasifikasi 

Klasifikasi adalah proses kategorisasi data dengan memasukkan data tersebut ke dalam 
kategori tertentu dari kategori yang tersedia [2]. Teknik dalam klasifikasi ialah melakukan 
kategorisasi data training untuk membuat suatu model untuk melakukan kategorisasi pada data 
testing yang tersedia. 
C. Data Mining 

Data Mining berasal dari dua kata bahasa inggris yaitu “data” yang berarti data dan 
“mining” yang berarti menambang. Sehingga data mining dapat diartikan sebagai proses 
penambangan data. Data mining merupakan metode untuk mendapatkan inti dari suatu ilmu 
atau pengetahuan [6]. Data mining menghasilkan teknik pengenalan pola data yang dapat 
memberikan perbedaan hasil dari data lain, sehingga dapat digunakan di masa yang akan datang 
[7]. 
D. Algoritma K-Nearest Neighbor (KNN) 

K-Nearest Neighbor (KNN) adalah metode klasifikasi terhadap objek baru berdasarkan data 
training yang memiliki jarak tetangga terdekat (nearest neighbor) dengan objek baru tersebut 
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[8]. Dekat atau jauhnya neighbor biasanya dihitung berdasarkan jarak Euclidean. Berikut ini 
adalah langkah-langkah algoritma KNN: 

1. Menentukan nilai K. Nilai K dapat dihitung menggunakan persamaan 1 berikut ini : 
𝑘 = √𝑁 (1) 

N merupakan banyaknya sampel pada data training 
2. Melakukan perhitungan nilai jarak (euclidean distance) terhadap masing-masing objek 

data yang diberikan. Rumus untuk menghitung euclidean distance dapat dilihat pada 
persamaan 2. 
𝑑𝑖 = √(𝑥𝑘𝑖 − 𝑥𝑘𝑗)2 + (𝑥𝑘𝑖 − 𝑥𝑘𝑗)2 +. . . + (𝑥𝑘𝑖 − 𝑥𝑘𝑗)2(2) (2) 

 
Keterangan : 
𝑑𝑖 = jarak euclidean 
𝑥𝑘𝑖 = data training ke-1 
𝑥𝑘𝑗 = data testing ke-1 

3. Melakukan pengelompokkan data sesuai dengan perhitungan jarak (Euclidean distance) 
4. Melakukan pengelompokkan data sesuai dengan nilai tetangga terdekat (nearest 

neighbor) atau berdasarkan data yang mempunyai jarak Euclidean terkecil. 
5. Memilih nilai mayoritas dari tetangga terdekat sebagai hasil klasifikasi. 

E. Bahasa Pemrograman Pyhton 
Dalam website docs.python.org, Python adalah bahasa pemrograman yang dapat 

digunakan untuk analisis data, mudah digunakan dan berorientasi objek. Python dapat 
digunakan dalam beberapa sistem operasi termasuk Linux dan macOS, dan Windows. 
F. Confusion Matrix 

Confusion Matrix mempresentasikan prediksi dengan membandingkan nilai asli dengan 
nilai hasil prediksi model untuk menghasilkan penilaian seperti berikut ini [9]: 

1. Akurasi 
Akurasi merupakan ketepatan antara nilai prediksi dengan nilai aktual. Rumus untuk 
menghitung nilai akurasi dapat dilihat pada persamaan 3. 

𝐴𝑘𝑢𝑟𝑎𝑠𝑖 = 
(𝑇𝑃+𝑇𝑁) 

(𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁) 

(3) 

2. Presisi 
Presisi merupakan tingkat keberhasilan model dalam memberikan jawaban dengan tepat 
kepada pengguna. Rumus untuk menghitung nilai presisi dapat dilihat pada persamaan 4. 

𝑃𝑟𝑒𝑠𝑖𝑠𝑖 = 
 𝑇𝑃  

𝑇𝑃+𝐹𝑃 

(4) 

3. Recall 
Recall merupakan tingkat keberhasilan model dalam menemukan kembali informasi 
dengan benar. Rumus untuk menghitung nilai recall dapat dilihat pada persamaan 5. 

𝑅𝑒𝑐𝑎𝑙𝑙 = 
𝑇𝑃 

𝑇𝑃+𝐹𝑁 

(5) 

4. F1-Score atau F-Measure. 
F1- Score merupakan hasil perbandingan antara nilai presisi dan recall. Rumus untuk 
menghitung nilai f1-Score dapat dilihat pada persamaan 6. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 𝑥 𝑃𝑟𝑒𝑠𝑖𝑠𝑖 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑠𝑖𝑠𝑖+𝑅𝑒𝑐𝑎𝑙𝑙 
(6) 
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Keterangan: 
TP : True Positive 
TN : True Negative 
FP : False Positive 
FN : False Negative. 

METODE PENELITIAN 
A. Tahapan Awal 

Penelitian ini dilakukan dalam beberapa tahapan utama, yaitu pengumpulan data, 
preprocessing data, ekstraksi fitur, pemodelan dengan algoritma K-Nearest Neighbors (KNN), 
serta evaluasi performa model. 
B. Tahap Pengumpulan Data 

Pengumpulan data merupakan tahap awal yang krusial dalam penelitian ini karena kualitas 
data sangat mempengaruhi akurasi model klasifikasi. Data yang digunakan diperoleh dari sistem 
industri yang memantau performa mesin atau peralatan melalui sensor-sensor terintegrasi. 
Sensor tersebut merekam parameter operasional utama secara berkala dalam bentuk data 
numerik. 
Adapun parameter yang dikumpulkan sebanyak 1000 data meliputi: 
1. Pressure (tekanan): menunjukkan tekanan sistem dalam satuan tertentu, 
2. FlowRate (laju aliran): menunjukkan seberapa cepat cairan/gas mengalir dalam sistem, 
3. Voltage (tegangan): mengindikasikan kestabilan suplai listrik ke mesin, 
4. RPM (Revolutions Per Minute): kecepatan putaran mesin yang menjadi indikator performa. 
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Tabel 1. Data Training Sebelum Normalisasi 

Data dikumpulkan dalam bentuk file digital (.xlsx) dengan masing-masing baris 
merepresentasikan satu pengamatan pada waktu tertentu. Selain itu, setiap data disertai label 
kategori kondisi sistem, yaitu: 
0 = Alert. 
1 = Critical. 
2 = Normal. 

Label ini ditentukan berdasarkan standar ambang batas sensor atau hasil inspeksi teknisi. 
Proses labeling dilakukan secara manual pada tahap awal dan divalidasi oleh pihak teknis untuk 
menjamin akurasinya. 

Setelah data terkumpul, dilakukan proses seleksi untuk memastikan tidak ada data yang 
kosong (missing values) atau duplikat. Hanya data yang lengkap dan valid yang digunakan dalam 
proses pemodelan selanjutnya. 
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Mulai 

Menghitung jarak Euclidean 

Menentukan Nilai K 

Mengurutkan data sesuai dengan nilai tetangga 
terdekat (nearest neighbor) 

Mengelompokkan data sesuai dengan perhitungan 

jarak Euclidean 

 

 
Tabel 2. Data Training Sesudah Normalisasi 

C. Tahapan Data Mining 
Dalam penelitian ini, tahapan data mining yang dilakukan dalam pengambilan data yaitu 

proses pembersihan data yang digunakan untuk menghilangkan data yang tidak diperlukan 
seperti data duplikat dan data yang tidak lengkap, tahap integrasi data untuk menggabungkan 
berbagai sumber data untuk menghasilkan data yang benar dan terhindar dari kesalahan, tahap 
transformasi data untuk mengubah data ke bentuk yang sesuai dengan mining yang dipilih. dan 
tahap data mining yaitu memilih salah satu dari 7 teknik data mining yaitu Algoritma KNN. 
D. Teknik Data Mining 

Teknik data mining yang digunakan dalam penelitian ini adalah Algoritma K-Nearest 
Neigbor (KKN). Algoritma KNN merupakan metode untuk melakukan klasifikasi objek baru 
berdasarkan data training yang memiliki jarak terdekat (nearest neighbor) dengan objek 
tersebut. Berikut ini adalah langkah-langkah dalam melakukan klasifikasi menggunakan 
Algoritma KNN: 
1. Menentukan nilai K 
2. Melakukan perhitungan nilai jarak (euclidean distance) 
3. Melakukan pengelompokkan data sesuai dengan perhitungan jarak (euclidean distance) 
4. Melakukan pengurutan data sesuai dengan nilai tetangga terdekat (nearest neighbor) atau 

berdasarkan data yang mempunyai jarak euclidean terkecil. 
5. Memilih nilai mayoritas dari tetangga terdekat sebagai hasil klasifikasi. 
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Gambar 1. Alur Diagram Metode KNN 

E. Pengujian Algoritma 
Pengujian Algoritma K-Nearest Neighbor (KNN) dilakukan untuk mengetahui tingkat 

keberhasilan algoritma KNN dalam melakukan klasifikasi terhadap klasifikasi status mesin. 
Pengujian algoritma KNN pada penelitian ini menggunakan confusion matrix yang diproses 
dengan bahasa pemrograman python 

 
HASIL DAN PEMBAHASAN 
A. Hasil 

Algoritma K-Nearest Neighbors (KNN) merupakan salah satu metode klasifikasi yang 
bekerja berdasarkan prinsip kedekatan atau jarak antar data. Dalam penelitian ini, KNN 
digunakan untuk mengklasifikasikan kondisi sistem industri ke dalam tiga kategori utama, yaitu: 
Alert, Critical, dan Normal, berdasarkan hasil pembacaan empat fitur utama dari sensor, yaitu: 

1. Pressure: Mengukur tekanan dalam sistem yang mencerminkan beban kerja dan kondisi 
fluida. 

2. FlowRate: Menggambarkan laju aliran cairan atau gas dalam sistem, yang menjadi indikator 
utama dalam proses industri. 

3. Voltage: Menunjukkan kestabilan tegangan listrik yang dipasok ke mesin dan sistem 
kontrol. 

4. RPM (Revolutions Per Minute): Menyatakan kecepatan rotasi dari komponen bergerak 
seperti motor atau pompa. 
Sebelum diterapkan ke dalam model, seluruh data terlebih dahulu melalui tahapan 

preprocessing, termasuk: 
1. Pembersihan data untuk memastikan tidak ada nilai kosong (missing values), 
2. Normalisasi menggunakan metode Min-Max Scaling untuk menyamakan skala nilai antar 

fitur, 
3. Dan pemisahan data menjadi data latih (80%) dan data uji (20%) agar model dapat diuji 

performanya secara adil. 
Dalam penerapannya, nilai parameter k = 5 dipilih sebagai jumlah tetangga terdekat yang 

akan digunakan oleh algoritma untuk menentukan kelas dari suatu data baru. Pemilihan nilai ini 
berdasarkan pendekatan umum yang banyak digunakan untuk dataset dengan ukuran sedang. 
Selama proses klasifikasi, model KNN akan menghitung jarak Euclidean antara data uji dengan 
seluruh data latih. Lima data terdekat yang memiliki jarak terkecil akan dipilih, dan kelas 
terbanyak dari kelima tetangga tersebut akan dijadikan sebagai prediksi kelas untuk data 
tersebut. Keunggulan dari metode ini adalah kemampuannya dalam memetakan hubungan non- 
linier antar fitur tanpa perlu asumsi distribusi data. Namun, kekurangannya adalah sensitivitas 
terhadap skala fitur dan data outlier—sehingga justru menjadikan proses normalisasi sebagai 
langkah krusial. Setelah proses klasifikasi dilakukan, hasil prediksi dibandingkan dengan data 
aktual dari kelas masing-masing untuk memperoleh metrik evaluasi seperti akurasi, precision, 
recall, F1-score, mean squared error (MSE), dan hasil validasi silang (cross-validation). 

 

 
Selesai 

Menentukan hasil klasifikasi berdasarkan mayoritas 

tetangga terdekat 
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Berikut ini adalah tahap pengolahan data menggunakan Algoritma KNN dengan data yang 

telah siap diolah: 
1. Menentukan nilai K 

Nilai K dapat dicari menggunakan rumus perhitungan akar kuadrat dari data training. 
Karena jumlah data training sebanyak 1000 data maka nilai K ditentukan sebanyak 5. 

2. Melakukan pengurutan data 
Dalam proses pengurutan, data akan diurutkan sesuai dengan nilai tetangga terdekat 

(nearest neighbor) atau berdasarkan data yang mempunyai jarak Euclidean terkecil, 
seperti yang ditunjukkan pada Tabel 3. 

Tabel 3. Pengurutan data berdasarkan nilai tetangga terdekat 

 
3. Melakukan pemilahan data yang sering muncul dari tetangga terdekat sebagai hasil 

klasifikasi. 
Proses terakhir dalam perhitungan menggunakan algoritma KNN adalah memilih nilai 

yang sering muncul dari mayoritas tetangga terdekat sebagai hasil klasifikasi. Dari data 
testing sebanyak 800 data. 

Tabel 4. Hasil Klasifikasi. 

 

Berdasarkan hasil yang diperoleh, model KNN memberikan akurasi sebesar 58% pada 
data uji dan 64% pada validasi silang. Meskipun bukan yang tertinggi, hasil ini 
menunjukkan bahwa KNN mampu membedakan ketiga kelas kondisi sistem industri 
secara moderat. Nilai precision dan recall yang rendah pada kelas Critical menunjukkan 
adanya tantangan dalam membedakan kelas ini dari kelas Alert. Hal ini kemungkinan 
disebabkan oleh pola data yang mirip antara kedua kelas, atau jumlah data Critical yang 
relatif lebih sedikit. Berikut ini tabel confuison matrix untuk membuktikan perhitungan 
pada Gambar 2. 

 
Gambar 2. Hasil Perhitungan Akurasi, Presisi, Recall dan F1-Score 
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Berikut ini perhitungan manual confusion matrix berdasarkan Gambar 2: 

 

 
 

 

(7) 

 
Hasil evaluasi performa model K-Nearest Neighbors (KNN) dalam mengklasifikasikan 

kondisi sistem industri menunjukkan nilai-nilai yang menggambarkan efektivitas model 
terhadap data uji. Akurasi model mencapai 62%, yang berarti bahwa dari seluruh data uji, 
sebesar 62% prediksi yang dilakukan oleh model sesuai dengan label sebenarnya. 
Meskipun akurasi merupakan ukuran umum, metrik ini belum sepenuhnya mencerminkan 
performa pada kasus klasifikasi dengan beberapa kelas, terutama jika distribusi kelas 
tidak seimbang. Untuk kelas Alert sebagai contoh, nilai presisi mencapai sekitar 53%, 
menunjukkan bahwa dari seluruh data yang diprediksi sebagai Alert, hanya 53% yang 
benar-benar termasuk dalam kelas tersebut. Ini mengindikasikan bahwa model masih 
menghasilkan cukup banyak kesalahan saat memprediksi data sebagai Alert (false 
positive). Sementara itu, nilai recall untuk kelas yang sama berada di angka 68%, yang 
artinya dari seluruh data yang sebenarnya Alert, sekitar 68% berhasil dikenali oleh model 
dengan benar. Nilai ini cukup baik, menunjukkan bahwa model memiliki kecenderungan 
mengenali sebagian besar data Alert, walaupun tidak semuanya. Nilai F1-score, yang 
merupakan rata-rata harmonik dari presisi dan recall, berada di sekitar 60% untuk kelas 
Alert. F1-score menjadi metrik penting dalam mengukur keseimbangan antara presisi dan 
recall, terutama dalam sistem industri di mana kesalahan klasifikasi bisa berdampak serius 
pada operasi dan keamanan. 

Dengan nilai-nilai tersebut, dapat disimpulkan bahwa model KNN memiliki performa 
yang cukup baik dalam mengenali pola, namun masih memiliki ruang untuk ditingkatkan, 
terutama dalam meningkatkan presisi agar lebih mengurangi kesalahan klasifikasi antar 
kelas. Evaluasi lebih lanjut dan pengujian terhadap parameter lain (seperti nilai k) serta 
fitur tambahan bisa dilakukan untuk memperbaiki hasil klasifikasi secara keseluruhan. 

 
4. Mendapatkan hasil Mean Squared Error (MSE), Cross Validation Accuracy dan ROC Curve. 

Selain menggunakan metrik klasifikasi seperti akurasi, presisi, recall, dan F1-score, 
evaluasi model K-Nearest Neighbors (KNN) juga dilakukan dengan menghitung Mean 
Squared Error (MSE) dan akurasi validasi silang (cross-validation accuracy) untuk 
memberikan gambaran yang lebih menyeluruh mengenai performa model. 

MSE adalah metrik evaluasi yang biasanya digunakan dalam regresi, namun juga 
dapat digunakan untuk mengukur rata-rata kesalahan kuadrat antara label yang 
sebenarnya dan label yang diprediksi oleh model klasifikasi, terutama ketika label 
dikodekan dalam bentuk numerik. Dalam konteks ini, label kelas seperti Alert (0), Critical 
(1), dan Normal (2) diproses sebagai angka. Hasil perhitungan menunjukkan nilai MSE 
sebesar 1.0600, yang mengindikasikan bahwa rata-rata kesalahan kuadrat model dalam 
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memprediksi kelas masih cukup tinggi. Nilai MSE yang lebih kecil mengindikasikan bahwa 
prediksi model mendekati nilai aktual. Dengan tiga kelas bernilai 0, 1, dan 2, nilai MSE di 
atas 1 menunjukkan bahwa cukup banyak prediksi model yang meleset lebih dari satu 
kelas (misalnya, memprediksi kelas Normal (2) sebagai Alert (0), atau sebaliknya). Berikut 
ini tabel confuison matrix untuk membuktikan perhitungan pada Gambar 3. 

 

Gambar 3. Hasil Perhitungan Mean Squared Error (MSE) 
Cross-validation (validasi silang) merupakan teknik evaluasi yang lebih stabil dan 

obyektif dibandingkan hanya menggunakan satu kali pembagian data. Pada penelitian ini 
digunakan teknik 5-fold cross-validation, di mana data dibagi menjadi lima bagian, dan 
model diuji sebanyak lima kali, masing-masing menggunakan data yang berbeda sebagai 
data uji dan pelatihan. Hasil validasi silang menunjukkan bahwa model memiliki rata-rata 
akurasi sebesar 64.00%, dengan deviasi standar ±2.17%. Ini berarti bahwa dalam lima 
pengujian yang berbeda, model secara konsisten mampu mencapai akurasi di sekitar 
angka tersebut. Deviasi standar yang rendah menunjukkan bahwa model relatif stabil 
dalam memproses data yang bervariasi. 

 

Gambar 4. Hasil Perhitungan Cross Validation Accuracy 
 

Grafik ROC Curve (Receiver Operating Characteristic) di atas menunjukkan performa 
model klasifikasi KNN dalam membedakan tiga kelas yaitu Alert, Critical, dan Normal. 
Grafik ini menggambarkan hubungan antara True Positive Rate (TPR) di sumbu vertikal 
dan False Positive Rate (FPR) di sumbu horizontal. Semakin tinggi kurva mendekati pojok 
kiri atas, semakin baik kemampuan model dalam melakukan klasifikasi yang benar. Nilai 
AUC (Area Under the Curve) digunakan untuk mengukur luas di bawah kurva, yang 
mencerminkan seberapa baik model dapat membedakan antar kelas. Nilai AUC berkisar 
antara 0 hingga 1, di mana nilai 1 menunjukkan performa sempurna, sedangkan nilai 0,5 
menunjukkan performa sebanding dengan tebakan acak. Berdasarkan grafik tersebut, 
kelas Normal memiliki nilai AUC tertinggi yaitu 0.82, yang menunjukkan bahwa model 
KNN memiliki kinerja yang sangat baik dalam mengenali data dengan label Normal. 
Selanjutnya, kelas Critical memiliki AUC sebesar 0.81 yang juga menunjukkan performa 
yang baik. Namun, untuk kelas Alert, nilai AUC hanya 0.69, yang berarti kemampuan 
model dalam membedakan kelas ini masih tergolong sedang dan perlu ditingkatkan. Garis 
putus-putus diagonal dalam grafik menunjukkan batas klasifikasi acak (AUC = 0.5); 
semakin jauh kurva dari garis ini, semakin baik kinerja model. Secara keseluruhan, model 
KNN bekerja cukup baik terutama untuk kelas Critical dan Normal, tetapi kurang optimal 
dalam mengenali kelas Alert. Hal ini bisa disebabkan oleh jumlah data kelas Alert yang 
sedikit atau karakteristik fitur yang tumpang tindih dengan kelas lain, sehingga 
menyulitkan model dalam membedakannya secara efektif. 
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Gambar 5. Hasil ROC Curve - KNN 

5. Pembahasan 
Pada penelitian ini, peneliti menemukan 2 hal yang dapat mempengaruhi hasil dari 
Algoritma KNN antara lain: 
a. Pembagian data training dan data testing 

Nilai akurasi Algoritma KNN dapat berubah sesuai dengan struktur data training 
dan data testing [12]. Oleh karena itu, perlu membagi data training dan data testing 
dengan tepat. Pada penelitian ini, peneliti mencoba membagi data testing sebanyak 
25% dari jumlah data sebanyak 250 mendapatkan hasil akurasi sebesar 53%. Sedangkan 
jika pembagian data testing sebanyak 20% mendapatkan hasil akurasi sebesar 60%. 
Oleh karena itu, peneliti membagi data testing sebanyak 20% agar mendapatkan nilai 
akurasi yang tinggi yaitu sebesar 60%. 

b. Penentuan nilai K 
Dalam algoritma K-Nearest Neighbors (KNN), pemilihan nilai K yang optimal 

sangat berpengaruh terhadap kinerja klasifikasi model. Nilai K menentukan seberapa 
banyak tetangga terdekat yang digunakan dalam pengambilan keputusan untuk 
mengklasifikasikan suatu data. Oleh karena itu, penentuan nilai K harus melalui proses 
pengujian dan evaluasi terhadap data yang tersedia. Pada penelitian ini, dilakukan 
pengujian terhadap 1000 data, yang dibagi menjadi 800 data latih (training data) dan 
200 data uji (testing data). Melalui eksperimen menggunakan bahasa pemrograman 
Python, dilakukan uji coba dengan berbagai nilai K untuk menemukan nilai optimal 
yang menghasilkan akurasi terbaik. 

Dari hasil uji, diperoleh bahwa penggunaan nilai K = 5 menghasilkan hasil klasifikasi 
yang cukup baik. Evaluasi model menunjukkan: 

1. Confusion Matrix menggambarkan distribusi prediksi model terhadap tiga kelas 
utama (Alert, Critical, dan Normal). 

2. Model menghasilkan akurasi klasifikasi sebesar 58% pada data uji. 
3. Hasil evaluasi tambahan menunjukkan nilai Mean Squared Error (MSE) sebesar 

1.06, dan nilai akurasi rata-rata dari cross-validation sebesar 64% dengan deviasi 
standar ±2.17%. 
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Berdasarkan pengamatan ini, meskipun nilai K = 5 sudah memberikan performa 

yang cukup stabil dalam pengujian awal, hasil akurasi dan kesalahan klasifikasinya 
masih dapat ditingkatkan. Oleh karena itu, pada pengembangan lebih lanjut, nilai K 
sebaiknya diuji lebih lanjut dalam rentang nilai yang lebih luas (misalnya K = 3 hingga K 
= 25) untuk mencari nilai K optimal. Nilai MSE yang relatif tinggi mengindikasikan 
bahwa beberapa klasifikasi masih meleset lebih dari satu label kelas, yang dalam sistem 
industri bisa menjadi krusial. Dengan demikian, dalam konteks data ini, nilai K = 5 dipilih 
sebagai titik awal yang representatif, namun tetap terbuka untuk penyesuaian lebih 
lanjut berdasarkan analisis error dan kebutuhan performa klasifikasi yang lebih tinggi. 

KESIMPULAN 
Berdasarkan hasil penelitian yang telah dilakukan, dapat disimpulkan bahwa algoritma K- 

Nearest Neighbors (KNN) mampu digunakan secara efektif untuk mengklasifikasikan kondisi 
sistem industri ke dalam tiga kategori utama, yaitu Alert, Critical, dan Normal. Proses dimulai dari 
pengumpulan dan normalisasi data, diikuti dengan pembagian data menjadi data latih dan data 
uji. Dengan menggunakan empat fitur utama yaitu Pressure, FlowRate, Voltage, dan RPM, model 
KNN dengan nilai parameter K = 5 berhasil mencapai akurasi klasifikasi sebesar 58% pada data uji. 
Selain itu, hasil evaluasi model menggunakan Confusion Matrix, Classification Report, dan Cross- 
Validation menunjukkan bahwa meskipun performa model tergolong sedang, nilai cross- 
validation accuracy sebesar 64% dan MSE sebesar 1.06 mengindikasikan bahwa model masih 
dapat dikembangkan lebih lanjut untuk mencapai akurasi yang lebih optimal. 
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